
 
Comment l’IA générative peut-elle influencer, positivement ou négativement, le 
développement socio-émotionnel et la satisfaction des besoins psychologiques 

fondamentaux ? 
  

1.​ Introduction 
Les compétences socio-psycho émotionnelles sont représentées en 3 grandes catégories  

cognitives, émotionnelles et sociales chacune intégrant des compétences générales et 

spécifiques, permettant de représenter au mieux la classification officielle de l’OMS datant de 

1993 et l’évolution de ces dernières années. (Santé publique France, 2022) 

Apprendre à développer chacune de ces compétences permet de renforcer les aptitudes 

relationnelles et individuelles, et de ce fait, de favoriser la réussite et le bien être sur du long 

terme. (Santé publique France, 2022 ; Palmquist & al., 2025) À travers leurs études Palmquist 

et al. (2025), Henriksen et al. (2025) et Aure et Cuenca (2024) ont pu démontrer que l’IA pouvait 

soutenir l’empathie par le biais d’environnements d’apprentissage adaptatifs et renforcer les 

discussions éthiques sur la responsabilité, la confiance et la justice. Les auteurs perçoivent l’IA 

comme pouvant être un véritable soutien dans l’apprentissage de ces compétences 

psycho-sociales mais nuancent néanmoins sur l’importance du rôle de l’humain dans ce 

développement. C’est sous cet angle et en nous appuyant essentiellement  sur les articles de 

ces trois auteurs que nous développerons l’analyse, à la fois au regard du potentiel de l’IA, mais 

aussi au regard des risques et dilemmes que son utilisation peut engendrer. Nous conclurons 

cette première partie en abordant des pistes permettant d’exploiter le potentiel de l’IA. Nous 

détaillerons ensuite une ébauche d’un dispositif permettant à l’IA d’aider au développement de 

ces compétences psycho-sociales. 

 

2.​ Analyse critique croisée des lectures  

Potentiels de l’IA générative 
Aure et Cuenca (2024) démontrent dans leur étude que l’iA peut être un partenaire pour 

brainstormer, co-écrire et corriger, qu’utiliser l’IA générative de manière réflexive permettaient 

de nourrir la métacognition et la responsabilité. Henriksen et al. (2024) quant-à eux soulignent 

l’impact révolutionnaire que pourrait avoir l’IA sur l’apprentissage des compétences 

psycho-sociales qui vise la conscience de soi, l’empathie et la collaboration. Palmquist et al. 

font part de différentes recherches dans lesquelles l’IA est utilisée lors d’activités liées à la 

personnalisation, à la simulation et au suivi émotionnel. L’IA générative parvient ainsi de plus en 

plus rapidement à recouvrir une multitude de domaines, parvenant à devenir indispensable à 

l’homme. 

Toutefois, malgré la puissance des potentialités de l’IA, les trois auteurs convergent sur le 

besoin d’un recul critique et d’un soutien émotionnel de l’adulte pour accompagner l’étudiant 

dans ce développement : l’IA simule une intelligence émotionnelle, elle imite, et effectue des 

probabilités pour donner la meilleure réponse possible mais n’offre pas la sécurité émotionnelle 

que peut apporter un adulte formé.  



 
Risques et dilemmes 
Henriksen et al. (2025) relève des dilemmes éthiques, des biais liés aux algorithmes et des 

risques de dépendances et de dépersonnalisation. De plus, l’IA offre des réponses qui 

paraissent extrêmement pertinentes en une rapidité incroyable. Il peut paraître difficile de 

remettre ses propos en question aussi instantanément qu’elle nous fournit sa réponse. L’humain 

n’a pas fini de synthétiser sa réflexion qu’un nouvel apport d’information peut être proposé 

(article non académique, Saby & Mamavi, 2024 et Hunyadi, 2024). L’IA peut rapidement être 

conçue comme la source de savoir instantanée, offrant simultanément et paradoxalement un 

risque de dépendance, une perte d’autonomie réflexive et une baisse de confiance en ses 

propres capacités réflexives. (Henriksen & al., 2025 et Hunyadi & Süsstrunk, 2024) 

L’instantanéité de ses réponses et du lien relationnel qu’elle imite en replaçant l’utilisateur 

toujours au cœur de la discussion et à travers une constante bienveillance sont des 

compétences qui peuvent impacter l’idéalisation des relations humaines (Hunyadi, 2024, Turkle, 

2011). Ce lien simulé peut rapidement être substitué par une relation de dépendance 

émotionnelle unilatérale.  

Toutefois, Palmquist et al.(2024), et Henriksen et al. (2025) se rejoignent sur le danger que peut 

engendrer cette simulation du lien, face à l’écart qui existe entre la subtilité et la complexité des 

émotions humaines et les réponses purement algorithmiques de l’IA. Pour diminuer cet écart les 

auteurs insistent sur le besoin de formation simultanée de l’intelligence émotionnelle et du 

développement technique. « While SEC emphasises empathy and interpersonal skills, AI 

literacy often prioritises understanding algorithms and data. Bridging this gap requires 

pedagogical strategies that simultaneously develop technical understanding andEI. » (Palmquist 

& al., 2024) 

D’autres enjeux éthiques, en plus de l’équité d’accès sont également questionnés au regard de la 

confidentialité et de l’intimité psychique : jusqu’où laisser l’IA analyser ou interpréter nos émotions 

et les émotions des élèves sans que cela ne vienne empiéter sur leurs intimités psychologiques ? 

Où se trouve la limite de ce qui peut être abordé sans atteinte à la vie privée ? Comment détecter 

l’insécurité émotionnelle lorsqu’elle surgit chez l’utilisateur ?  

Tous les auteurs soulignent l’importance de se former à ce recul critique, aux fonctionnalités de 

l’IA et à ses limites afin que cela reste un outil de co-apprentissage, et non un substitut de 

pensée. 

  

Conditions nécessaires (pédagogiques, éthiques, humaines) pour que l’usage de l’IAG 
soit bénéfique. 
Pour Henriksen et al. (2025) et Palmquist et al. (2024), l’IA est une aide potentielle qui doit 

rester sous contrôle humain. Elle peut enrichir l’éducation émotionnelle si elle est utilisée avec 

supervision humaine, intégrée dans une approche éthique, culturelle et réflexive, et 

accompagnée d’une formation continue et d’un cadre institutionnel clair. Henriksen et son 

équipe insistent sur l’importance de préserver la relation enseignant-élève afin de ne pas 

tomber dans une dépendance unilatérale et de former à l’utilisation de l’IA afin de reconnaître 
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les émotions qu’elle peut susciter.  Elle peut être intégrée de façon réflexive pour renforcer la 

compétence émotionnelle, éthique et critique mais ne doit pas remplacer la relation humaine « 

The goal is to ensure that AI supports, rather than replaces, the human relationships central to 

SEL. » (Henriksen & al., 2025, p. 13 ) 

De plus, Aure et Cuenca (2024) à travers l’étude menée et Hunyadi et Süsstrunk (2024) dans 

leur conférence, suggèrent d’avoir une vigilance critique vis-à-vis des résultats de l’IA qui peut 

générer des hallucinations et des faux résultats. Pour ce faire, Aure et Cuenca proposent de 

percevoir l’IA comme un outil puissant au service de l’utilisateur et non plus comme un 

coéquipier intelligent et autonome.  Ce qui permet de remettre la responsabilité éthique de 

l’utilisateur au cœur du dispositif.  «Shifting the perspective away from perceiving AI as 

intelligent autonomous teammates and instead portraying them as potent tool-like appliances. » 

(Shneiderman, 2020 ; p. 170, cité par Aure & Cuenca, 2024) 

 

3.​ De la théorie vers un usage éducatif de l’IAG  

Nous venons de voir l’importance de pouvoir remettre en question les propos de l’IA, souvent 

présentés de manière argumentés et pertinents. (Aure & Cuenca, 2024). L’avancée 

technologique renvoie des productions toujours plus représentatives de situations réelles et 

concrètes, ce qui rend encore plus difficile la capacité de discerner le vrai du faux, ou de 

retrouver son propre raisonnement à travers les informations divulguées (Saby & Mamavi, 

2024, Hunyadi, 2024). Pour remettre en question l’IA, il semble prioritaire d’apprendre à 

développer son esprit critique (Hunyadi & Süsstrunk, 2024).  C’est cette compétence spécifique, 

appartenant au domaine des compétences cognitives, qui sera travaillée à travers ce dispositif 

(détail en annexe), au regard du développement psycho-émotionnel chez des élèves ayant 

entre 10 et 12 ans. 

 

Dans ce dispositif l’IA, programmé sous forme d'avatar, permettra d’apporter un soutien réflexif, 

de proposer des situations, de partager des vidéos et d’offrir un feed-back empathique. Il a été 

conçu en s’appuyant sur différentes ressources, non académiques,  mettant en avant les 

manières de travailler son esprit critique (Martin, 2025 ; Pearson TalentLens, 2023). 

Étape du dispositif : 

1. ​ Présentation d’une scène, (utiliser des situations authentiques, poser des 
questions ouvertes) 

2. ​ L’utilisateur doit exposer son point de vue sur cette scène et évaluer son avis, 

(identifier un problème, analyser une décision) 
3. ​ L’utilisateur doit donner un deuxième avis concernant la scène et évaluer la 

pertinence de son avis, (prendre en compte de multiples perspectives, remettre 
en question) 

4. ​ Des petites phrases apportent des informations théoriques que l’utilisateur doit 

évaluer « je savais / je ne savais pas », (faire preuve de métacognition, se 
renseigner) 
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5. ​ L’IA donne son avis concernant la scène, l’utilisateur doit évaluer les propos de l’IA. 

(prendre en compte de multiples perspectives, remettre en question) 
  

Afin de garantir un support adapté au niveau du contenu et des situations de classe, 

l’enseignant aura le choix de choisir les scénarii et vidéos parmi une banque de données 

proposée ou de créer son propre support. L’enseignant aura également la possibilité de projeter 

des scènes en fin de session afin de permettre un partage d’avis et de visions. L’activité pourra 

à tout moment être mise sur pause si une situation nécessite un feedback collectif ou individuel. 

Un questionnement concernant les possibles changements de versions, l’auto-évaluation et 

l’évaluation du choix de l’IA se fera en classe entière afin de conscientiser les évolutions et les 

cheminements de pensées. L’élève au début aura-t-il tendance à sous-évaluer sa version et sur 

évaluer celle de l’IA ? Est-ce facile de démentir le point de vue de l’IA ? De changer de point de 

vue ? Le fait de prendre conscience de son savoir l’aide-t-il à évaluer les scènes avec plus de 

recul ? 

Les indicateurs suivants seront appréciés : 
Compétence personnelle, liée à l’esprit critique Conséquence sur l’environnement classe 

-L’élève cherche spontanément une autre vision de 

la scène. 

-L’élève donne plus d’arguments qu’avant. 

-Il évalue son jugement de plus en plus 

précisément au fil du temps. 

-Il nuance plus facilement ses propos. 

-Il identifie plus facilement les erreurs de l’IA et ose 

l’évaluer à juste titre. 

-L’élève ose plus facilement participer et se 

sent en sécurité pour donner son avis. 

-Il parvient à reformuler plus facilement et 

calmement lorsqu’il a une autre vision. 

- L’élève pose des questions supplémentaires 

ou vérifie des informations par lui-même. 

  
 

4.​ Réflexivité sur votre usage de l’IAG 
J’ai utilisé Chat GPT pour avoir un retour critique du dispositif proposé en lien avec la consigne, 

avec une demande claire de ce qu’il garderait ou modifierait au regard du thème abordé et de la 

consigne. Les ajustements et transformations des propositions sont directement insérées au 

sein de l’annexe. 

Les effets ressentis lors du travail avec Chat GPT rejoignent entièrement la littérature. Pour ma 

part, il m'est toujours très difficile d’avoir un recul critique instantané face aux informations 

apportées. Au premier abord je les trouve bien souvent pertinentes et j’ai souvent besoin de 

stopper la conversation pour me laisser le temps d’analyser et de revenir dessus plus tard. Mes 

émotions sont un mélange entre de la curiosité et de la fascination envers cette avancée 

technologique sans cesse plus puissante. 

De manière générale je peux recommander l’utilisation des prompts : citer les sources qu’il 

emploi, répondre au plus juste, dire « je ne sais pas » lorsqu’aucune réponse est possible. 



 
Ayant conscience de cette dépendance relationnelle qui peut rapidement être mise en place et 

qui peut avoir de lourdes conséquences psychiques, j'avais demandé à Chat GPT de 

m’indiquer comment on devait s’adresser à lui. Les réponses apportées m’avaient d’autant plus 

marquées tant elles validaient à la fois ses dangers et ses potentialités (Capture d’écran de Mai 

2025). Je recommanderais donc d’avoir ces conseils en tête et toujours essayer de se 

repositionner sur ce que nous apporte son utilisation pour la tâche en question. (Optimisation de 

temps, aide à la réflexion (cognitive ou émotionnelle), synthèse d’information…)  

  
5.​ Annexes : 

Simulation du dispositif 
Les premières sessions se dérouleraient de la manière suivante : 

Phase 1 : Présenter une scène ou utiliser des situations authentiques tirées des réseaux 

sociaux, médias ou contenus visuels. 

Question 1 : « Que penses-tu de ce que tu viens de voir ? Pourquoi ? » 

Question 2 : « De 1 à 10, à quel point ta réponse te semble juste ? » 

1 = pas du tout juste, 5 = je ne sais pas, je suis partagé.e, 10 = totalement juste selon moi. 

  

Phase 2. Choisis parmi ces propositions un point de vue :    

« Imagine que tu es le personnage A. »  / « Imagine que tu es le personnage B »  / « Imagine 

que tu es un spectateur qui ne connaît personne » 

Maintenant, regarde de nouveau la scène en imaginant être (point de vue choisie) 

Question 1 : « Que penses-tu de ce que tu viens de voir ? Pourquoi ? » 

Question 2 : « De 1 à 10, à quel point ta réponse te semble juste ? » 

1 = pas du tout juste, 5 = Je ne sais pas, je suis partagé.e 10 = Totalement juste selon moi. 

 
Phase 3 : Petites capsules de savoir :   
Des courtes phrases illustrées sont présentées. Chaque phrase représente un fait et a un lien 

avec la situation travaillée. L’enfant doit évaluer s’il avait connaissance de ce fait ou non.  

Exemple : 

 Une vidéo très partagée n’est pas forcément vraie.   o   Je savais o   Je ne savais pas 

  

Phase 4. L'IA dit : « A mon tour maintenant, je vais te proposer ma vision. Parfois elle pourra 

être juste et parfois non. Ton rôle à toi, c’est de réfléchir, pas de me croire automatiquement.» 

"IA donne une 3ème version". 

Question 1 : « De 1 à 10, à quel point ma vision te semble juste ? » 

1 = pas du tout juste, 5 = Je ne sais pas, je suis partagé.e 10 = Totalement juste selon moi. 
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7.​  Utilisation de chat gpt  

-Pour confirmer la bonne compréhension de passages d’articles.  

-Pour m’éclairer sur la  manière de citer les auteurs dans le texte (plusieurs articles à plusieurs 

auteurs). 

-Pour m’aider à faire la bibliographie (articles académiques, non académiques, conférences) 

-Pour justifier les choix du dispositif (points à améliorer et points à garder).  

-Pour avoir un autre regard sur l’esprit critique. 
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